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A Tendon-Driven Continuum Manipulator With
Robust Shape Estimation by Multiple IMUs

Rui Peng , Yu Wang , and Peng Lu , Member, IEEE

Abstract—In this letter, a tendon-driven continuum robotic ma-
nipulator with three individual continuum sections is developed
and manufactured. The main contribution is that we propose a
robust and accurate shape estimation method based on the fusion
of multi-IMUs for the manipulator, under the PCC (Piecewise
Constant Curvature) assumption. To intuitively present the robot’s
configuration space, we develop a visualization environment to
showcase the real-time continuum shape. To validate the proposed
system with the estimation method, we evaluate fundamental at-
tributes such as the bending range, tip velocity, effective workspace,
and durability. Furthermore, we conduct motion experiments of
shape deformation, dynamic tracking, and disturbance resisting.
The results show that our proposed estimation method is evaluated
to achieve less than 20 mm RMSE on tip motion, during consecutive
3D motions. Meanwhile, we compare the proposed system with
previous continuum robotic systems in mechanism properties. Our
proposed robotic system has a more compact and efficient struc-
ture.

Index Terms—Multi-IMUs, tendon-driven continuum robots,
and shape estimation.

I. INTRODUCTION

R ECENTLY, continuum or soft robots [1], [2], [3] have
raised enormous research interests in the robotics field.

Although dexterity is their most significant advantage, it is
challenging to build a robust and accurate kinematic model due
to numerous mechanical designs, variable loadings, unexpected
disturbance, etc. For a continuum manipulator [4], [5], its kine-
matic model is directly derived from its corresponding contin-
uum shape, with the assumption of PCC (Piecewise Constant
Curvature). Unlike discrete rigid-link manipulators, continuum
robots’ material and actuation approaches are considerably dis-
tinctive.

A flexible manipulator [6] formed of connected continuum
kinematic modules (CKMs) is presented to ease the fabri-
cation of a continuum robot with multiple degrees of free-
dom. To overcome the limitations of both borescopes and

Manuscript received 5 September 2023; accepted 1 February 2024. Date of
publication 8 February 2024; date of current version 21 February 2024. This
letter was recommended for publication by Associate Editor C. Onal and Editor
C. Laschi upon evaluation of the reviewers’ comments. This work was supported
in part by General Research Fund under Grant 17204222, and in part by the Seed
Fund for Collaborative Research and General Funding Scheme-HKU-TCL Joint
Research Center for Artificial Intelligence. (Corresponding author: Peng Lu.)

The authors are with the Department of Mechanical Engineering, The Uni-
versity of Hong Kong, Hong Kong SAR, China (e-mail: pengrui-rio@connect.
hku.hk; ywang812@connect.hku.hk; lupeng@hku.hk).

The experiment video is online: https://youtu.be/NySiQxn35k4
This letter has supplementary downloadable material available at

https://doi.org/10.1109/LRA.2024.3363992, provided by the authors.
Digital Object Identifier 10.1109/LRA.2024.3363992

continuum robots, a modular design [7] is proposed at their
intersection, with both active tendon-driven and passively flex-
ible segments. [8] presents a general framework for the dy-
namic analysis of tendon-driven co-manipulative continuum
robots with flexible objects. Cosserat rod theory for efficient
modeling performance [9], and Euler curves are alternatives
for modeling continuum robots [10]. Aiming at solving the
problems of low flexibility, poor internal extension, low stiffness,
and complex motion modes, continuum robots are developed
to be more dexterous and capable of switching stiffness [11],
[12], [13]. Even though these research works propose differ-
ent continuum manipulators with well-evaluated modeling ap-
proaches, their models are geometrically based on actuating
tendon lengths that are vulnerable to unknown payload [14] or
disturbance.

To achieve precise and real-time pose solutions of continuum
robots, sensor-engaged methods have been investigated recently.
A permanent magnetic tracking technology is proposed to track
the poses of multiple end effectors of a multi-arm continuum
robot [15]. With the aid of image sensors [16], learning-based
methods [17], and internal sensors [18], continuum or soft robots
are capable of estimating real-time configuration shapes [19] in
situations of various tasks, dynamic or constraint workspace.
Moreover, multiple inertial measurement units (IMUs) endow
a continuum robot with high-frequent orientation feedback on
the continuum torso, so that IMU-based continuum kinemactic
models could be established [20], [21], [22], [23], [24], [25],
[26]. However, these works lack experimental evaluation of
shape estimation during continuous locomotion and variable
loadings.

To address the above issues, we develop and manufacture
a tendon-driven continuum manipulator with three individual
continuum sections, as shown in Fig. 1(a). Each section consists
of an IMU, several spacer disks, a flexible backbone, four ten-
dons, and origami shell units. By the compact design, the volume
of the manipulator’s actuation system is limited to 18% of the
volume of the whole robotic system. The main contribution
is that we propose a multiple IMUs-based shape estimation
method, which builds a robust, accurate, and real-time kinematic
model for the proposed manipulator. To visualize and monitor
the configuration shape simultaneously, we develop a simulative
environment as shown in Fig. 1(b). To validate the proposed
robotic system and the shape estimation method, we design
and conduct solid experiments of shape deformation, dynamic
tracking motion, loading tests, disturbance-resistance tests, and
system durability tests. We evaluate the estimation accuracy
by the root mean square error (RMSE) of the end-effector
during numerous tip locomotion. With the novel mechanical and
hardware systematic design, the kinematic model derived from
the proposed shape estimation method enables the continuum
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Fig. 1. (a) The authors develop the original prototype of a continuum manip-
ulator with three continuum sections. (b) A virtual robot model based on the
proposed shape estimation method is shown in the ROS-Rviz environment. (c)
Mechanism details of the proposed continuum manipulator, including the torso,
the end disks with IMUs, the actuation system with tendon motors, and origami
units.

TABLE I
MECHANISM PARAMETERS OF THE PROPOSED ROBOT

manipulator to implement versatile manipulation tasks in actual
applications.

II. DESIGN AND PRELIMINARIES

A. System Achitecture

The overall systematic architecture is shown in Fig. 1(c). The
torso’s total length is 450 mm with three continuum sections,
and its diagonal length is 90.5 mm. With an axis-aligned IMU
installed on the end disk, every continuum section is driven by
two tendon motors (maximum torque: 1 N·m), each of which
connects two opposite-rotating tendons. The actuation system
which consists of six tendon motors in total, is limited to the size
of 140× 140× 20 mm3. Moreover, origami units play a role in
enclosing the manipulator’s torso and connecting two adjacent
spacer disks. Detailed mechanics parameters of the proposed
system are presented in Table I.

B. Preliminary Knowledge

According to the system overview, the whole continuum robot
is composed of three individual sections. In this letter, each sec-
tion is complied with the PCC (Piecewise Constant Curvature)
assumption. For the continuum manipulator, the generalized
coordinate frames are defined as the base frame B and the
end disk frames E i (i ∈ {1, 2, 3}), shown in Fig. 2(a). Within

Fig. 2. Configuration space’s description of the proposed continuum manipu-
lator. (a) Overview of the whole configuration including key coordinate frames.
(b) Single section’s configuration including key numerical variables.

TABLE II
NOMENCLATURE IN FIG. 2

the single section, the geometric relation between the section
proximal frame E ip and the section distal frame E id is presented in
Fig. 2(b). An illustration of all the values in Fig. 2 is presented in
Table II. As the manipulator’s torso is a sequential structure, the
current section’s distal frame is equivalent to the next section’s
proximal frame. The generalized state for shape estimation
is defined as S∗ = {s1, s2, s3}, including the single section’s
statesi = [θiφiLi]�: the right upperscript i ∈ {1, 2, 3} denoting
the i-th section, θi denoting the bending angle, φi denoting
the directional angle, and Li being the constant section’s arc
length. Formed by four tendons lengths [li1l

i
2l

i
3l

i
4]
� which are

directly obtained by tendon motors, the i-th section establishes
its geometric configuration:

lin = Li − θir cos
(
φi + (n− 1) · π

2

)

θi =

√
(Li − li1)

2 + (Li − li2)
2

r

φi = − arctan

(
Li − li2
Li − li1

)
(1)

where n ∈ {1, 2, 3, 4} denotes the n-th tendon, and r denotes
the cross-sectional radius of the section. The geometric-config
method is regarded as the conventional (“Conv”) method for
comparison in Section IV.

III. METHODOLOGY

The shape estimation relying on multiple IMUs is summarized
as follows: 1) The quaternion of each IMU is obtained by a
lightweight EKF by fusing its acceleration and angular velocity;
2) The updated quaternion is transformed to the rotation matrix,
which is used to obtain the normal vector of the IMU plane with
respect to the base frame; 3) The included angle between the
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proximal disk’s normal vector and the distal disk’s normal vector
is defined as the estimated bending angle θi, and the projection
vector of the distal disk’s normal vector in the proximal plane is
utilized to compute the directional angle φi. 4) With the constant
section’s arc lengths, the forward kinematics could be derived
to obtain the pose of the end-effector with respect to the base
frame.

A. IMU Orientation Estimation

As shown in Fig. 1, each section is equipped with an IMU
on its distal disk. The 6-axis IMU (inertial measurement units)
provides measurements of 3-axis acceleration and 3-axis angular
velocity, which can be fused by an extended Kalman Filter (EKF)
to robustly estimate the orientation of the section’s distal disk.
The 3-axis angular velocity of the IMU body frame is modeled
as:

ωm = ω̂ + bω + μω (2)

where ωm is the measured angular velocity and ω̂ is the actual
angular velocity. bω is random measurement bias and μω is
zero-mean Gaussian white noise. The 3-axis acceleration of the
IMU body frame is modeled as:

αm = R̂(α̂− g) + bα + μα (3)

Also, αm represents the measured acceleration and α̂ denotes
actual acceleration in the inertial frame. bα is random measure-
ment bias andμα is zero-mean Gaussian white noise. R̂ denotes
the orientation of the IMU with respect to the inertial frame. g
is the gravity acceleration.

To derive the EKF, the first step is to initialize the initial
quaternion q−1|0 by static measured acceleration, the covariance
error matrixP of the IMU quaternion estimation, the covariance
error matrix of process noise and measurement noise being U
and V , respectively. The constant sampling interval is denoted
as Δt = 0.001 s and k is considered as the discrete time during
the fusion process. The quaternion state transition equation is
given as:

q−k|k−1 =

(
I4×4 +

1

2
Ωk−1Δt

)
· q̂k−1 (4)

whereΩk−1 =

⎡
⎢⎣
0 −ωx −ωy −ωz

ωx 0 ωz −ωy

ωy −ωz 0 ωx

ωz ωy −ωx 0

⎤
⎥⎦, the angular velocity

measurement of the IMU is denoted byωm = [ωxωyωz]
� in (2),

the prior estimate at time k is denoted as q−k|k−1 = [qwqxqyqz]
�,

and q̂k−1 denotes the last quaternion estimate. Thus, the prior
rotation matrix R−k at time k by q−k|k−1 is denoted as:

R−k =⎡
⎣q2w + q2x − q2y − q2z 2qxqy − 2qwqz 2qxqz + 2qwqy

2qxqy + 2qwqz q2w − q2x + q2y − q2z 2qyqz − 2qwqx
2qxqz − 2qwqy 2qyqz + 2qwqx q2w−q2x−q2y+q2z

⎤
⎦

(5)

Then, the updated post-covariance error matrix P−k|k−1 at time
k is given as:

P−k|k−1 = Ak−1P k−1A�k−1 +U (6)

Algorithm 1: State estimation of an IMU.
1: Initialization:
2: q−1|0 ← q̂0, P 1|0 ← diag(I4 × 10−3)
3: Δt← IMU sampling interval, g ← 9.81
4: U ← diag(I4 × 10−2), V ← diag(I4 × 104)
5: for k = 1 to N do
6: Ak−1 ← I4×4 + 1

2Ωk−1Δt

7: q−k|k−1 ← Ak−1 · q̂k−1
8: P−k|k−1 ← Ak−1P k−1A�k−1 +U

9: h(q−k|k−1)← R−k · [00g]�, Hk ← ∂h(q−
k|k−1)

∂q−
k|k−1

10: Kk ← P−k|k−1H
�
k (HkP

−
k|k−1H

�
k + V )−1

11: if Acceleration measurement is updated then
12: q̂k ← q−k|k−1 +Kk(αm,k − h(q−k|k−1))
13: end if
14: P k ← (I4×4 −KkHk)P

−
k|k−1

15: end for

where the process transition matrix is denoted as Ak−1 =
I4×4 + 1

2Ωk−1Δt. Also, the estimated static acceleration in the
IMU body frame by (3) and (5) is given as:

h(q−k|k−1) = R−k

[
0
0
|g|

]
= |g|

⎡
⎣ 2qxqz + 2qwqy

2qwqx − 2qyqz
q2w − q2x − q2y + q2z

⎤
⎦ (7)

The Jacobian matrix Hk of h(q−k|k−1) after computing partial
derivatives is given as:

Hk =
∂h(q−k|k−1)

∂q−k|k−1
= 2|g|

[−qy qz −qw qx
qx qw qz qy
qw −qx −qy qz

]
(8)

Then, the Kalman gain Kk could be given as:

Kk = P−k|k−1H
�
k

(
HkP

−
k|k−1H

�
k + V

)−1
(9)

With the IMU’s acceleration measurement αm,k = [αxαyαz]
�

at time k, the updated quaternion after acceleration correction,
is given as:

q̂k = q−k|k−1 +Kk

(
αm,k − h

(
q−k|k−1

))
(10)

Also, the updated P k is given as:

P k = (I4×4 −KkHk)P
−
k|k−1 (11)

The EKF iteration process is briefly presented in Algorithm. 1.
Thereafter, the orientation denoted by the quaternion of all the
end disks is obtained.

B. Multi-IMUs Based Configuration Space

Consequently, the updated rotation matrix R̂i from the robot
base frame B to the i-th IMU frame whose updated quaternion
is denoted by q̂i, is computed by the (5). The base frameB could
be represented by three orthogonal unit vectors:B = [eBxe

B
ye
B
z ]
�

or B = [e0xe
0
ye

0
z]
�. The i-th end disk frame E i is also denoted

by three orthogonal unit vectors: E i = [eixe
i
ye

i
z]
�, as shown in

Fig. 2(a). By the rotation measurement of IMUs, the E i is given
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as:

E i = R̂i · B (12)

Therefore, the normal vector eiz and the reference vector eiy of
the i-th IMU plane are obtained by E i. Here, we defined the
included angle between the proximal plane’s ei−1z and the distal
plane’s eiz as the estimated bending angle θ̂i of the i-th section:

θ̂i = arccos

(
ei−1z · eiz
|ei−1z | · |eiz|

)
(13)

Furthermore, the normal vector eiz of the distal IMU plane is
projected into the proximal IMU plane as a 2D vector, and the
projection vector ni

i−1 is computed as:

ni
i−1 =

[
eiz · ei−1x

|ei−1x |
,
eiz · ei−1y

|ei−1y |

]�
(14)

Then, with the defined reference vector ei−1y of the proximal

IMU plane, the estimated directional angle φ̂i is given by:

φ̂i = arccos

(
eiz · ei−1y

|ei−1y |
/|ni

i−1|
)

(15)

Thus, we obtain the estimated result of the manipulator configu-
ration space by the fusion of multiple IMU measurements. The
accuracy of the result depends on the measurements’ noise and
the performance of the EKF. Compared with the conventional
method based on the tendon lengths (1), our proposed estimation
method solely relies on the IMU sensory information which does
not suffer internal friction and tendon slacking. Meanwhile, we
present the update manipulator’s state Ŝ∗ in a visualization envi-
ronment, where the simulative model’s motion is synchronized
with the actual manipulator.

C. Continuum Forward Kinematics

Through the multi-IMUs method, the estimated state Ŝ∗ is
updated in real time with the frequency of 1000 Hz. Furthermore,
the pose of each section’s distal plane could be computed based
on Ŝ∗, especially the pose of the end-effector. Still, for the i-th
section, its rotation matrix from the proximal plane to the distal
plane is given as:

Ri
i−1 =⎡
⎣ c2(φ̂i)c(θ̂iLi) s(φ̂i)c(φ̂i)c(θ̂iLi) −c(φ̂i)s(θ̂iLi)

s(φ̂i)c(φ̂i)c(θ̂iLi) (1− c2(φ̂i))c(θ̂iLi) −s(φ̂i)s(θ̂iLi)

c(φ̂i)s(θ̂iLi) s(φ̂i)s(θ̂iLi) c(θ̂iLi)

⎤
⎦

(16)

where c(·) and s(·) denote cos(·) and sin(·) operations, respec-
tively. Meanwhile, the translation matrix is given as:

tii−1 =
[
c(φ̂i)c(θ̂iLi)/θ̂i s(φ̂i)c(θ̂iLi)/θ̂i s(θ̂iLi)/θ̂i

]�
(17)

Considering the base origin as OB = [xB yB zB]�, the i-th
section’s distal origin OEi is given as:[

OEi
1

]
=

i∏
j=1

[
Rj

j−1 tjj−1
0 1

]
·
[
OB
1

]
(18)

Fig. 3. Maximum bending angles of three sections by the IMUs’ EKF, with
actual shape situations of the continuum manipulator. (a) The first section:82.5o.
(b) The second section: 88.5o. (c) The third section: 90.5o.

where the OE3 is considered as the position of the end-effector
in the base frame, i.e., the world frame. Therefore, we utilize
the mechanism properties including structural parameters and
actuation feedback, with the incorporation of embedded atti-
tude sensory information, to achieve real-time and robust shape
estimation for the continuum manipulator. The shape estimation
results in the corresponding configuration space, which could be
transformed into the task space.

IV. EXPERIMENTS AND RESULTS

A. Fundamental Attributes Evaluation

As the IMU provides tilting angles of end disks by the EKF,
we measure the included angles between two adjacent end disks
and obtain the maximum bending angles of all the continuum
sections when the related motors reach their maximum torques.
As shown in Fig. 3, we record the maximum bending angles and
depict the included areas on the manipulator’s torso. Thus, the
maximum bending angle of the first section is 82.5 ◦, with 88.5 ◦
for the second section and 90.5 ◦ for the third section.

Based on the measured ranges of bending angles, we derive
all the effective-reaching points by (18) with all the arbitrary
sampled θ1, θ2, θ3 and these points build the workspace of the
manipulator. Due to the omnidirectional continuum sections,
the workspace should be an axisymmetric structure. Thus, we
extract the points located at the YOZ plane of the workspace and
depict these points in Fig. 4. To reveal the relationship between
the manipulator and the workspace, three distinct shapes of the
manipulator are presented within the workspace.

To evaluate the motion capability of the continuum manipu-
lator, the tip velocity during manipulation tasks is taken into
account. We designed a plane-swing motion with maximum
motor torque outputs to make the tip move as fast as possible.
Then, we record the linear velocity at every moment and present
them in Fig. 5, where we snapshot five shape configurations. It
can be noted that the maximum tip velocity is 0.79 m/s.

Moreover, some issues such as tendon slacking, structural
deformation, etc., within general continuum robots, because

Authorized licensed use limited to: The University of Hong Kong Libraries. Downloaded on February 24,2024 at 16:21:56 UTC from IEEE Xplore.  Restrictions apply. 



3088 IEEE ROBOTICS AND AUTOMATION LETTERS, VOL. 9, NO. 4, APRIL 2024

Fig. 4. Continuum manipulator’s workspace in the Y-Z plane by combining
effective reaching points of the end-effector, in terms of the maximum bending
angles of three sections: 82.5o, 88.5o, and 90.5o.

Fig. 5. Measurement of maximum tip velocity. (1-5) Five shape configurations
during the fast swing motion. (3) The maximum tip velocity is 0.79 m/s.

these issues result in frequent damage to the robotic systems.
Thus, we designed 20 times of consecutive and same motion
experiments without any manual interference and maintenance
to verify the system durability of our manipulator. One of the
experiments is presented in Fig. 6, with the whole duration
being 90 s. With the IMU installed on the EE, we generate
a series of desired Roll and Pitch angles for the closed-loop
attitude controller. From the experimental plot, the actual Roll
and Pitch angles can track the desired commands well with
real-time tracking errors of less than 5 ◦. Also, the position result
of the end-effector is derived from our estimation method during
the single experiment.

B. Comparison With Previous CRs

We select several representative continuum robots from the
recent literature and focus on the properties of continuum section
quantity, the volume ratio of the robot torso to the whole system,
the robot torso’s total length, the range of the experimental
workspace, the tip velocity, the tip accuracy, the tip loading,
and the system durability. We list all the corresponding details
in the Table III.

It is evident that our system has triple sections and the highest
volume ratio of 82.4% within these previous CRs. When the

Fig. 6. System operation durability evaluation of the proposed manipulator
by consecutively conducting the closed-loop attitude-tracking motion. The Roll
and Pitch angles are derived from the attitude of the end-effector. “cmd” means
the input command.

torso length exceeds 400 mm, only ours and Ref [6] have the
omnidirectional workspace in experiments. By comparison, our
system has sufficient degrees of freedom (DoF) and workspace
for achieving dexterous locomotion in 3D space, with a compact
mechanical design for optimal system structures. Moreover,
thanks to the novel system design, the potential of tendon
motors can be facilitated as much as possible: 1) one tendon
motor actuates two tendons simultaneously to control “pull” and
“push” movements of the associated tendons; 2) the outputs of
the tendon motors can be directly transformed into the changes
of tendon lengths. Thus, it is more convenient for the proposed
manipulator to actuate the tip motions with the high tip velocity
(maximum 0.79 m/s in Table III) and without the issue of
tendon slacking (high durability: ≥ 1800 s). Even though the
tip accuracy (≤ 15 mm) of our work is not as accurate as some
works, we evaluate the robustness of our proposed method under
variable loadings with a maximum loading of 480 g. Also, the
tip accuracy is affected by the mechanism structure and forward
kinematics model instead of solely the estimation method.

C. Comparison With IMUs Based Methods

An inside IMU provides orientation measurements by pre-
vailing EKF for continuum manipulators [20], [21], [22], [23],
[24], as shown in Table IV. Even though these works give shape
estimation performance on their continuum platforms, we verify
our estimation method by high-accurate IMU’s orientation esti-
mation, stable tip accuracy under variable loading, consecutive
shape-changing motion and trajectory tracking motion in 3D
space, and a triple-section continuum manipulator which con-
ducts large-bending motion in the experiments. Our proposed
method possesses a more comprehensive evaluation result on our
continuum robot platform, which is expected to be implemented
in actual applications.

D. Shape Deformation Evaluation

The fundamental locomotion of the continuum manipulator
is the formation of different bending shapes. To present the
deformation performance, we design a series of consecutive
static shapes for the proposed manipulator to implement. The
shape deformation process of the Y-Z plane is shown in Fig. 7
(a, 1-10), with real-time estimated continuum shapes in the
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TABLE III
MECHANISM COMPARISON BETWEEN PREVIOUS CRS AND OURS

TABLE IV
IMUS BASED METHOD COMPARISON

Fig. 7. (a, 1-10) The shape-changing process with real-time estimated shapes
during the motion in the Y-Z plane. (b) Position error results (RMSE) of our
method and the conventional method during the motion. (c) RMSE box plot of
the motion. “Ours” denotes our shape estimation method and “Conv” means the
conventional method.

visualization environment by our proposed shape estimation
method. During the shape deformation experiment, we compare
the end-effector’s position estimation results of our method and
the conventional one with the ground truth which is obtained by
a motion capture system, and present errors in Fig. 7(b).

Moreover, the error distribution of our method and the con-
ventional one during the shape deformation is depicted in a
box plot, shown in Fig. 7(c). It can be investigated that the
error of our method distributes between 5 mm and 15 mm
with a maximum error of 25 mm, while the conventional one’s
error distributes between 20 mm and 60 mm with a maxi-
mum error of 110 mm. Therefore, our method generates more
stable estimation results. In the experiment of shape defor-
mation, the error of the end-effector’s position evaluates the
accuracy of our shape estimation method in a single plane.

E. Dynamic Tracking Evaluation

To present the dynamic motion performance of the proposed
manipulator, we designed six 3D trajectories for the manipula-
tor’s tip to track in real time. The trajectories are defined as the
trajectory with three waypoints, the trajectory with four way-
points, the circle trajectory, the spiral trajectory, the eight-shape
trajectory, and the spark trajectory. We obtain the estimated
position derived from our proposed estimation method and the
ground truth of the actual tip position. The tracking results are
presented in Fig. 8. It can be found that the result of our method
(blue curves) tracks the result of the ground truth (red curves)
with close convergence. Also, we record the Euclidean error
between our method and the ground truth during all the tracking
motions. The RMSE of our method is around 20 mm within
a 10 mm floating range, while the RMSE of the conventional
method is around 60 mm within a 40 mm floating range. Thus,
our method performs more accurate and robust shape estimation
during 3D motions.

F. Estimation Robustness Evaluation

Generally, the tendon-driven continuum robot suffers from
external disturbances such as unknown payload or force inter-
ference. Thereafter, unpredictable errors will be introduced into
the shape estimation based on tendon lengths. To evaluate the
disturbance-compliant capability of our manipulator with the
proposed shape estimation method, we manually apply forces
on the proposed manipulator’s torso from different directions
and locations to observe the shape changes. As shown in Fig. 9,
the real-time estimated shapes can be synchronized with the
actual manipulator’s configurations.

To further evaluate the robustness of the proposed method,
we apply five payloads with increasing weights: 80 g, 180 g,
280 g, 380 g, and 480 g on the tip of the static manipulator to
verify the performance of our method under variable loadings.
To start with, the shape of the manipulator is controlled to be
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Fig. 8. Tip dynamic tracking results of our method (blue curves). Ground truth
(red curves) are obtained by the motion capture system. (a) Trajectory with three
waypoints. (b) Trajectory with four waypoints. (c) Circle trajectory. (d) Spiral
trajectory. (e) Eight-shape trajectory. (f) Spark trajectory. .

Fig. 9. Shape estimation by the proposed method under external intervention.

a curve without any payload. During the whole experiment, the
estimated shapes derived from our method and the conventional
method are simultaneously visualized. As shown in Fig. 10, the
manipulator changes its shape passively with different payloads
and the effect is amplified when the payload increases. In the
meantime, we compute the tip positions of our method and
the conventional one to compare with the ground truth that is
obtained by the motion capture system. Also, we visualize the
three types of tip positions with current errors. It is evident
that our method’s tip follows the ground truth closely, while
the conventional one’s tip remains static because all the tendon
motors are locked. According to the relation between errors and
payloads, the error of our method increases from 0.013 m to
0.028 m and the conventional one’s error increases from 0.029 m
to 0.21 m.

After the evaluation of the static robot status with variable
loadings, we try to test the performance of our method in

Fig. 10. Accuracy evaluation under variable loading (80 g - 480 g). RMSE
results of our method and the conventional method are presented.

Fig. 11. Dynamic motion with a loading: 200 g. RMSE results of our method
(“Ours”) and the conventional method (“Conv”) are presented.

a consecutive motion of the manipulator with a fixed load-
ing, to verify the robustness of our method’s dynamic fea-
ture. As shown in Fig. 11, we still visualize the estimated
models of both two methods with respective errors, compared
with the ground truth. During the motion with a loading of
200 g, the error of our method distributes between 0.02 m and
0.04 m, while the conventional one’s error floats from 0.04 m to
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0.2 m. Thanks to the perceptive modeling for the manipulator’s
torso by multi-IMUs, our method outperforms the conventional
method in the experiments of variable loadings and a movable
payload.

V. CONCLUSION

In this letter, we propose a tendon-driven continuum manip-
ulator with three continuum sections. The compact mechanical
structure reduces the volume of the actuation system signifi-
cantly to improve the availability rate of the manipulator’s torso
during manipulation operations. The most vital contribution is to
propose a robust shape estimation method based on the fusion
of multi-IMUs, thanks to sensitive and reliable sensory mea-
surements. The estimation method further derives the forward
kinematic model of the whole system to obtain the pose of
the tip. We develop a visualization environment to visualize
the real-time estimated shape. The accuracy of the proposed
method is proved to be much higher than the conventional
tendon-length method during experiments of static and dynamic
manipulator motion. Moreover, we evaluate the performance of
the method under variable payloads and the estimation stability
of the manipulator. It proves that the manipulator can deal with
payloads and long-time system performance, which is essential
for further advanced algorithm designs and actual manipulation
tasks.
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